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Preface

The idea to write an introductory textbook in psychophysiology
came to me about ten years ago. I was just taking up a new position
at the University of Bergen in Norway, leaving my laboratory and
friends in Uppsala, Sweden, where I had studied and worked up to
that day. Psychophysiology is a rather new discipline in the mind-body
sciences, and maybe because of its multidisciplinary emphasis only a
few textbooks, and a larger number of advanced research volumes,
have appeared. The book I had in mind to write might have remained
just an idea if Stephen Kosslyn, general editor for the Perspectives in
Cognitive Neuroscience series, hadn't asked me at a meeting if there
wasn’t a need for 2 book on psychophvsiology that would introduce
undergraduates and graduate students .. e new field. This book, 1
hope, will fill that need.

The merging of cognitive science with neuroscience into cognitive
neuroscience has added an important new branch to the brain-sciences
tree, and psychophysiology belongs on that branch. But the physiology
of cognition is only one part of the field covered by psychophysiology.
Another is the physiology of emotional experience. I would like to call
this aspect of psychophysiology “affective neuroscience,” and I predict
that it will be the next new area of brain science. In this book I explore
the newest findings from the physiology of cognition and the physiol-
ogy of emotion, from the perspective of both cognitive psychology
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The Eie. troencephalogram

Ti:e elec Toencephalogram (EEG) is a recording of the difference
in elzctrica potential between various points on the surface of the
scalp The “hythmic pattern of an EEG wave is generated by cyclical
chan zes in ‘he membrane potentials of underlying nerve cells. These
cycli-al cha iges are probably caused by synchronizing impulses from
a coricoth: lamic neurogenerator, which establishes corticothalamic
“curent jcops” that produce synchronous neuronal activity in the
corte x,

The poti nrials recorded in the EEG come from the cortex, and
partiularly th: large pyramidal cells in layers IV and V of the cortex.
A py.amida c:ll might be considered a dipole whose axes are perpen-
dicular to ¢he surface of the cortex (Cooper, Osselton, and Shaw,
1974). In d is model, a current dipole, which is an approximation of
the current: caused by sources and sinks in many neurons, gives rise
to a iocalized flow of current when the neurons and their axons de-
polasize.

Nunez (19¢1) has provided a somewhat different view on wha an
EEG repreer.ts. According to Nunez, the EEG records the interac-
tion »f cor-ic'] neurons by means of action potentials. The neurons
of th: cortex h-ave a hierarchical columnar organization, with different
types of new.renal cells at different cortical depths. There are six layers
of cells in t1e cortex, designated layer I to layer VI from the cortical
surface inwrd. Nunez postulated that neurons in one column of the
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cortex interconnect with neurons in another through short-range in-
tracortical fibers or through long-range association fibers (which link
distant areas of the cortex, such as the anterior and the posterior parts).
The recordings that Nunez calls wave phenomena—that is, standing
waves—occur when action potentials travel along association fibers
connecting cortical regions over some distance. ‘This explains why
EEG frequency is much more sensitive to changes in long-range (asso-
ciation) connections than to short-range (intracortical) connections.

When electrodes are placed on the scalp, the EEG will reflect the
activity of large groups of neurons being synchronously depolarized. It
is therefore important to keep in mind that the EEG is not particularly
sensitive to focused activity in narrow regions of the cortex. This js
further emphasized by the fact that the voltage signal picked up by
the EEG electrodes has been conducted from the source through a
conductive fluid mediur, through the bony sructure of the skull, and
then through the scalp to the electrode.

This chapter will provide a framework for understanding EEG re-
cordings and their applications in studies of activation, sleep, and
hemispheric asymmetry, with a focus on the different waveforms in the
normal EEG and quantitative techniques for describing EEG waves.
Practical guidelines for recording the EEG signal are provided
throughout the chapter. Chapter 12 discusses potential changes in the
EEG in response to stimulus presentations, so called event-related po-

tentials (ERPs).

Recording the EEG Signal

EEG patterns are wavelike, and their analysis is based on measure-
ments of the frequency and amplitude of the waves. Visual inspection
is the simplest way of characterizing the waveforms but, because differ-
ent observers may have different opinions, it is not a scientifically reli-
able method. In clinical practice, though, visual inspection is standard
procedure for identifying the distinctive patterns of serious disorders,
such as an epileptic seizure.

For scientific purposes, the EEG signal is best described by decom-
posing it into sinusoidal waveform components, each with a certain
frequency and amplitude. In a sinusoidal wave, the electrical potential
(voltage) goes up and down around 2 resting baseline level in cycles.
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(Tt e exan:ple shown in Figure 11.1 illustrates two cycles.) One cycle
is the chaage in voltage from resting baseline in a positive, then a
neg ative, ::nd then again a positive direction, until it returns to the
bas :line.

~he pe k-to-baseline amplitude is the magnitude of the deflection
fro.n base in_ to maximum in one direction. The peak-to-peak ampli-

Sinusoidal waveform
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Figere 11.1. . sinusoidal wave with two cycles (top) and an EEG signal (bottom)
witl many «yc.es. Amplitude = displacement from baseline, frequency = cycles per
seccd (in ?leiz, Hz).
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tude is the magnitude of the deflection betv 2en two peaks. The fre-
quency of a sinusoidal signal is the number of cycles per second,
measured in hertz (Hz) or kiloherz (1,000 Hz). A frequency of 5§ Hz
thus means five cycles in one second.

The EEG signal is picked up by tiny electrodes, usually placed on
the scalp but sometimes implanted in the cortex or hippocampus. EEG
electrodes are typically plated with gold or silver—silver chloride in
order to prevent the buildup of electrode potentials during a recording
session. The signal from the electrode is then amplified before it is
written out on polygraph paper (as the standard EEG machines do)
or stored on a computer for subsequent analysis (2s modern research
laboratories do). The EEG signal is in the microvolt range (UV = 1076
volt), much smaller than the ECG signal, which is in the millivolt
range (mV' = 10~ volt). Typical amplitudes are 30-50 uV for alpha
waves and 10-20 pV for beta waves.

The International 10-20 System

The locations on the scalp for EEG clectrodes have been standardized
since 1958 (Jasper, 1958) in the so-called International 10-20 systern.
The system uses four reference points: the inion (the small bump at
the back of the head), the nasion {the small cavity just at the base of
the nose), and the left and right preauricular points (the tiny cavities
above and behind each ear). The electrodes are placed on the scalp as
shown in Figure 11.2, at points 10 and 20 r:_cent of the distance of
the lines from the nasion to inion and from the left to the right preau-
ricular points.

As a general rule, the capital letter in each electrode location (F, T,
P, O, C) refers to the cortical lobe-—frontal, temporal, parietal, and
occipital—or the central sulcus, respectively. Odd numbers refer to
locations on the left side of the scalp, even numbers to locations on
the right side. A full 10-20 montage involves nineteen EEG leads,
which usually are supplemented with two recording leads of eye-move-
ment recordings. Thus, a common full-scale EEG recording montage
involves twenty-one recording channels, but many madern EEG and
ERP laboratories use as many as 32, 64, or even 128 recording chan-
nels (e.g., Gevins and Bressler, 1988). A large number of recording
channels is commonly used for functional analysis of brain electrical

activity mapping (BEAM), which is described below.
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montages, and standardized electrode montages are typically used in
clinical I'EG diagnostics.

{.eads may be arranged to form monopolar or bipolar montages. In
a hipola: montage, each recording channel is connected to two scalp
el-ctrod s, both of them being active. In a monopolar montage, also
celled th s common reference method, one electrode is active and the other
oi:e {or tvo electrodes connected together—see below) acts as a refer-
e1 ce ele. trode.

Typic J arrangements for the reference electrode(s) are the “linked-
e:rs” an | the “linked-mastoids” arrangements. A linked-ears refer-
etice is riale by connecting together two electrodes at points behind
the ears'A and A, in Figure 11.2) and using the connected electrodes
as a comm.n reference for the active electrode(s). A linked-mastoids
referencr i, made by connecting together two electrodes placed on
the mast i muscle on the side of the neck and using this as the refer-
ence poit The reference electrode(s) should not be affected by the
EEG sig 1a' from the scalp. Some authors have used the tip of the nose
as the refer ence point, since it is farther “away” from the brain. In
addition t reference electrodes, a ground clectrode, connectea to
earth, m1y also be used.

Tt is itnportant to keep in mind that there is probably no area on
ths scalp, o the face, that is an absolute “zero” reference. All reference
piacement: mentioned above will be affected by some neuronal activ-
it This is partly because of the problem of volume conduction, the
faot that the electrical signal is conducted in a fluid-filled medium.
(For mo e details, see the discussion in Chapter 12 on artifacts in elec-
trcal sig nals from the brain.) Selecting the reference electrodes is a
ccinplex problem, especially since there is no “absolute™ reference
print an -where on the body surface. As will be discussed in more detail
be ‘ow, t 1e use of a linked-ears arrangement as a reference in studies
oi EEG asymmetry may actually attenuate and abolish any effects of
citferend es at homologous EEG sites across the hemispheres. Further-
ic ore, nc ncephalic reference placements may pick up heart and muscle
activity 1hat could interfere with the EEG signal.

F‘i;efs

The EE'3 signal is usually filtered before being recorded in order to
reduce “noise” and enhance the frequency components that are of

-
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interest. All standard EEG amplifiers have different filter functions
built in. A typical instruction in psychophysiological research may be
to filter out frequencies above 30 Hz and below § Hz, although the
actual figures vary tremendously, depending on the research agenda
and the available equipment. Today digital filters are included as part
of the software in the EEG computers used to analyze the signal.

It should be remembered that setting the high- and low-frequency
filters at a certain value does not mean that all frequencies within the
accepted range are unaffected by the filter or that all other frequencies
are ignored by the amplifier. Filters may differ in sharpness, which
means that they attenuate the signal at certain frequencies lower and
higher than the filter setting. How close to the filter setting the filter
actually attenuates the EEG signal is determined by the sharpness of
the filter.

Artifacts

The EEG signal may be affected by various types of artifacts, or inter-
ference. For example, the EEG may record 60 Hz interference from
the main power line in the laboratory, or eye movements or heartbeats
may change the signal recorded at the scalp. Alpha waves are particu-
larly sensitive to whether the eyes are closed or open, and eye blinks
may make EEG waves resemble event-related potentials.

A frequent artifact in EEG recordings is muscle activity (see Pivik,
Broughton, Coppola, et al., 1993, for an excellent discussion of arti-
facts in EEG recordings), which is especially troublesome because the
frequency spectrum of the electromyographic (EMG) signal is very
broad, covering most of the EEG bands. Thus, filtering the EMG
signal will in many instances not help the researcher, since doing so may
filter out large aspects of the EEG signal as well. Alternatively, setting
the low-pass filter at, say, 40 Hz in order to filter out frequencies above
40 Hz will not help, since EMG activity will also be recorded in the
frequency range below 40 Hz. Muscle activity is especially problematic
when the subject has to perform cognitive or emotional tasks during the
recording, because subjects concentrating on thes. tasks will probably
not be relaxed and immobile. Pivik et al. (1993) suggest methods for
statistically separating muscle activity from EEG recordings.

The time constant of the low-pass filter may also affect the recorded
signal, which requires the EEG psychophysiologist to have some un-
derstanding of basic electronics and electricity. The time constant (TC)
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is the time st ‘akes for an AC signal to fall two-thirds of its initial
amplizude. 7 here is an inverse relationship between the lower cutoff
frequency for the low-pass filter and the time constant, such that a
cutoft frequ-ncy of 0.16 Hz corresponds to a time constant of 1.0 sec,
a cutoff frecuency of 0.027 Hz corresponds to a time constant of 6
sec. ('n som : amplifiers the time constant is provided as a switch, while
on oters thz low-pass frequency filter settings are provided. Conver-
sion between time constants and cutoff frequency is given by the equa-
tion: 1'C = 1/(2nF), where F is the lower cutoff frequency.

EEC Rbytims

EEG recordings will vary in frequency and amplitude when the indi-
vidua' being r.corded is engaged in different cognitive or emotional
activi-ies. The: e differences have been noted since the introduction of
the technolegy: Hans Berger, the Austrian psychiatrist who in 1929
suggested that “wavelike” electrical activity could be recorded from
the haman c:p, recognized that the “waves” tended to change in
frequancy ard amplitude with the state of the organism—higher fre-
quency and smaller amplitude in states of arousal, vary large ampli-
tudes and slsw frequencies in sleep.

Beiger fu tt ermore observed that when the individual was at rest
and rolaxed, rhothmic wave sequences were generated at about 10 Hz,
but when tle :ndividual became alert, this rhythm disappeared and
was followec by a new, higher frequency varying somewhere between
15 and 50 Hz. Berger called the “relaxing” waves alpba waves, and the
“alertness” -vares beta waves. The occurrence of alpha and beta waves,
respectively. in states of relaxing drowsiness and alertness is one of the
major chara teristics of the EEG. Figure 11.4 depicts the four most
typics! EEC- waveforms: alpha, beta, theta, and delta.

The alpha rhythm. The alpha rhythm is a regular, but not always
sinusridal, v -aveform with a characteristic 8-12 Hz frequency of mid
range ampli udes varying between 10 and 150 microvolts (uV). Alpha
is mcst eas.ly recorded from occipital-parietal regions and can be
drives by oyening and closing the eyes. Opening the eyes attenuates
the a pha w: ve, and closing the eyes enhances alpha occurrence. The
alpha rhytht 1 is probably generated by multiple processes in the poste-
rior part of the brain (Shagass, 1972). Cohn (1948) advanced the view
that theresw2r- two source generators in each hemisphere and that a
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change of dominance of the activity of one hemisphere relative to the
other would give rise to movement of a single focus of EEG activity.
It is further suggested that an alpha wave recorded from the scalp is
the average signal of the activity of several generators deep in the brain
tissue.

“T'he alpha wave is also typically attenuated or blocked during arousal
or cognitive activity. As previously mentione | the blocking of alpha
over one hemisphere when a subject is engaged in a particular cogni-
tive activity has traditionally been used as an index of hemispheric dif-
ferences in the performance of that particular task. The reason for this
is that an absence of alpha waves from an area would indicate greater
cortical activation in that area. However, conclusions about specific
localizations of cortical activity based on the presence or absence of
alpha activity in an EEG should be made with some caution, since the
EEG does not have a particularly good spatial resolution.

The spontanecous alpha rhythm is typically recorded at occipital
leads and is of similar amplitude over both hemispheres, aithough it
may sometimes be of slightly higher amplitude in the right hemi-
sphere. As can be scen in Figure 11.4, a characteristic feature of alpha
is that it waxes and wanes over time.

The beta rhythm. The beta waveform is typically of higher frequency
and smaller amplitude than the alpha (from 14 Hz and up, usually
lower than 25 uV in amplitude). A simple rule of thumb regarding
the relation between frequency and amplitude is that as the frequency
increases, amplitude generally decreases, and vice versa.

Beta activity occurs over most parts of the scalp, often with frontal
predominance, although posterior dominance may also occur. It is
most often associated with increased activation and arousal. Since the
alpha wave is absent when the individual is aroused and beta activity
is recorded, this state is called alpba desynchronization or aipha blocking.

The theta rhythm. Theta waves are slow, hig’ -amplitude waves with
frequencies between 4 and 7 Hz. They have a variable distribution
over the scalp, depending on the age and degree of alertness of the
subject. The normally occurring theta has, though, a more posterior
than anterior localization. Theta waves are cnsidered to co-occur
with vascular changes that accompany increasing age.

The delta rhythm. Delta waves are predominant during later sleep
stages, when the subject is in deep sleep (see below), although this
pattern of activity decreases with increasing age. The waves have vari-
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Figme 11.4. Four types of EEG waves. (Adapted from Craib and Perry, 1975,
Beck .van Ins 7uments.)
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Theta (1)

Frequency: 4-7 Hz
Amplitude: Variable

I ocation: Variable

Delta (8)

Frequency: 3 Hz or slower
Amplitude: Variable

Location: Variable

able high amplitudes and very slow frequencies, from 3 Hz and slower.
Delta waves are considered signs of brain abnormality if they occur
frequently in the awake state. In general, slow waves below 8 Hz
should be rare or absent in the EEG of a normal awake individual.

Analytic Techniques

The EEG sigmat can be analyzed by reference to the time or the fre-
quency domain of the signal. Time-domain analyses are based on mea-
sures of the amplitude, such as correlational analyses, in which the
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T

:q_r:npiln de of the signal is averaged over time, independent of signal
freqrer.cy. Frequency-domain analyses are based on measurements of

the f e¢.uency of the signal, as in power spectral analysis. Examples of
each ty e of analysis are provided below.

Amp itide Analysis

A sirip e way of performing an amplitude analysis is to determine the
meat anplinde. The investigator first determines a “scoring inter-
val,” perhaps 10 seconds after the presentation of a stimulus. The next
step s to measure all peak-to-peak amplitudes within the scoring inter-
val a1d convert the summed amplitudes to mean amplitude. Figure
11.5 lHustrates an exercise in amplitude analysis across a 5-second scor-
ing iterval.

As an alternative, the investigator might first “rectify” the EEG sig-
na!. in a recording that has been rectified, all deflections of the signal
point in only one direction. With the signal in this form, the investi-

(a)
Smm 50pV
1 sec
(+)

Amplitud: J‘”W“N\MMNV\/WWW\MMWM

2. °2 1.8 52 36 7.8 54 54 52 8.0 4.2 50 2.2 7.6 57 71 69 4.0
1. 1.8 3.2 33 43 98 76 96 64 55 7.0 2.1 16 61 3.2 84 30

Mean = 4,97 mm

Figure 11.5. For EEG amplitude analysis, the peak-to-peak amplitudes of the
waves in an EEG signal {as in @) are outlined and measured (as in #). The ampli-
tudes ire then summed and averaged across the scoring interval. (Adapted from
Coopr r, Osselton, and Shaw, 1974, with permission from Butterworth and Co.
Londrn, UK) '
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gator can then mathematically integrate and average the rectified am-
plitudes.

Correlational Analyses

Another type of amplitude analysis is correlational analysis. Correla-
tional analyses are calculations of the degree of similarity between two
EEG signals occurring at homologous sites on the scalp (see Cooper,
Osselton, and Shaw, 1974). Theoretically, the degree of similarity be-
tween two signals may be expressed as a correlation coefficient. By
multiplying two homologous signals together, the cross product of
each pair is obtained, and the cross product is integrated and summed
in order to obtain the covariance and correlation coefficient of the
signal pair. Two signals may have a large covariance because they are
similar in shape, but a large covariance can also be obtained because
of large amplitudes in the individual signals. This problem is usually
avoided by normalizing the covariance fuaction by dividing the covari-
ance by the square root of the product of the variance of the two sig-
nals. The normalized covariance is the correlation coefficient.
Correlational methods, as stand-alone methods, are less frequently in
use today than previously, after the introduction of power spectral
analyses (described below).

Cross-corrvelation techniques are used to analyze signals that have simi-
lar patterns but that are recorded from different locations on the scalp.
For example, alpha frequencies that occur over parietal brain areas
may be delayed by 30-50 msec after the corresponding alpha waves
at more anterior, frontal leads. Althou:gh this delay can be expressed
as both phase and time differences, time differences are less complex
mathematically. Cross-correlations provide information about similar
activity recorded at the two leads and the time delay between the sig-
nals, so common patterns of activity are emphasized while dissimilar
activity is suppressed (Gevins, 1987). An example of cross-correlation
is a comparison of the EEG signals from two homologous (similar)
sites on the left and right hemisphere, which might detect lateral asym-
metries in EEG function across the two cortices of the brain. If two
signals are similar in shape and frequency but have different time lags
at different locations on the scalp, this pattern may indicate indepen-
dence of underlying neuronal generators for this particular wave fre-

quency.
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Autar-corres1trm analysis is a comparison of the EEG signal with a
time-chifted version of itself. The time delay can be as short as 5-10
msec. Auto-correlation techniques are primarily used to detect period-
icity i the 'ES signal. An example is the “waxing and waning” of
the alpha fre juzncy across time in a single EEG chanrel. The occur-
rence of alph1 b arsts at regular time intervals may be detected by auto-
correlation. 3e: Figure 11.6 for an example of an auto-correlation
graph.

The mathzn atical principles behind cross- and auto-correlations
are siniilhr, bat the auto-correlation technique compares epochs of the
same signal -while the cross-correlation technique compares epochs

. from two different signals,

Power Speutral Analysis

Frequency aialyses are far more common than amplitude analyses,
and F.:st Fot rier Transform (FFT) is one of the most common tech-
niquer. The 7FT technique determines the power spectrum of an EEG
signal, sonuesimes called a frequency spectrum, by separating the signal
into itz spec:fic sinusoidal and cosine waveforms, a procedure called
spectra! analy is. The mathematical operations involved in FFT analysis
are beyond ‘he scope of this book. The resultant frequencies are
graph:d on zn x-y plot, called a power spectrum plot, as relative ampli-
tude for eact. fizquency component.

For resear th purposes, the EEG signal may be filtered to get rid of
unwarted fre grencies (like interference from 60 Hz energy sources)
before being sunjected to a power spectral analysis, or Fourier analysis,
to sepirate tl ¢ -elative contribution of the different frequencies in the
signal. The rzslt is plotted as the “power” or intensity for different
frequencies by multiplying amplitudes by frequencies. Figure 11.6
shows a typical £EG signal recorded during rest in an adult individual
and the resu'th g power spectrum. Note the maximum power in the
frequency re;zicn 8-12 Hz, which corresponds to the alpha wave band
usuall- recorde] from occipital leads during rest.

%

Coheré’.nc;: Analysis

Coherence a 1alysis is a technique in the frequency domain, although
the muthod i1 itself is a correlational one. Coherence analysis involves

The Electroencephalogram 249

281
.84
1.2
e
& ¢
-3 X
24+
~4
-4.2
~1.8
28

[y 1.00 L% 20

Power spectrum 2. 50 Hz/Div

L8 q
845 4
a4 4
L 4
230 <
&
Lx
&15
am 4
a8 1
[y

Auto-correlation

1\ /\V/\V/\V/\ ANTAWAWA

Figure 11.6. Frequency analysis of a raw EEG signa' ‘top) by the power spectrum
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the compu-ation of Pearson’s product-moment correlation coeffi-
cien: s Betw:en various EEG leads, which provides a measure of corre-
latio1-at ea:k frequency. Coherence is a measure of the relatedness
between tw ! .EG signals frequency by frequency. A high correlation
coefricient 'in s indicates that two signals are similar in frequency, and
that the act v Hon patterns under these two electrodes are symmetri-
cal. ‘Zoherence analyses are typically used in EEG studies of hemi-
spheric aéy}m aetry.

Topagrapiricil Mapping of EEG Activity

Brain elect-ical activity mapping, or BEAM (Duffy and McAnulty,
1985, is a .1e # technique for analyzing EEG signals that has already
yield=d interesting results. It involves the simultaneous anzlysis of ei-
ther EEG fre.;uencies or ERP amplitudes at many electrode locations.
Each electiod= voltage, at any point in time, is given a digital value.
The corressonding values at areas between the electrodes are “esti-
mated” with various forms of mathematical interpolation, using data
from the d ree or four nearest electrodes (see Itil, Mucci, and Eralp,
1991, for : comprehensive description of the BEAM technology).
Other tern's frequently used to denote BEAM technique are brain
mapj:ing an1 EEG topography (Pivik et al., 1993).

e restlt is a “map” of the scalp showing different values corre-
spor:ding tc the frequencies and amplitudes in the EEG or ERP signal.
The e valuc s are then “color-coded” so that a color map of the cortex
may be pro Juced, with some colors (green or red) indicating areas of

- >
Figur- 11.7. A opographic map of brain activity made from electrophysiological
data. *Data-fo - u-is map provided by ERP waves, which are derived from an EEG
signal. see Chupter 12 for details.) Individual ERPs are recorded at the electrode
locati sns indiv atd (4). Mean voltage values are caleulated for each location (B) for
the interval'b. g ning 192 msec after the stimulus (indicated by the vertical line
in A). The he:d cegion is treated as a 64 X 64 matrix (C), resulting in 4,096 differ-
ent spatial do.aams (pixels). Fach domain is assigned a voltage v lue by linear inter-
polation from th three nearest known points. Finally (D), the raw voltage valu=s
are firred ro a di <rete-level equal-interval intensity scale matched to the appro-
priate pixel, a1d che images are displayed in a gray scale (or can be converted to a
color scale). (Frem Duffy and McAnulty, 1985, reprinted with permission from Lit-
tle, Brown, ard Zompany, Boston, MA.)
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highier EEG frequencies, other colors (dark blue or white) indicating
areas vith lower frequencies. By relating the different frequencies in
the EFG, or the amplitudes in the ERPs, to brain activity levels, the
BEAN. technique may thus map the spatial localization of cortical ac-
tivity (o a given stimulus at a given point in time.

BE/M maps can be upgraded at specific intervals, such as every
500 mse, to provide a series of brain maps over time. These may be
preser.te | in a display to show how EEG activity in certain areas of
the briir may shift localization as a particular stimulus is processed
or as i tsk is solved. The principle behind the BEAM technique is
illustr.ted in Figure 11.7 (from Duffy and McAnulty, 1985).

Cliniral BEAM Diagnosis

John, %t chep, Friedman, and Easton (1988) have developed a clinical
diagne st c system that compares the BEAM profiles of normal control
persos s\/ith the BEAM profiles obtained from individuals with different
psychiatic disorders. They used computed values for the standard nor-
mal d; 3t ibution (z scores) of the relative power in different EEG fre-
quencs bands (alpha, beta, theta, and delta), and each BEAM map
repres ents the difference in relative EEG power after Fourier analysis
betwe :n the diagnostic groups and the normal control group for each
freque ncy band. Theresearchersnoted a large decrease inactivity among
subjec s with alcoholism and dementia relative to the control data.

BEAiA in Psychopathology

The I EAM technique has been used to study the brain activity of
inidivicinals with various learning disabilities, including dyslexia (Duffy
and MzAnulty, 1985). The BEAM maps of children with learning disa-
bilitier, for example, show deviations of EEG features from the pre-
dicted nermal range. Dyslexic children tend to have less variability in
their I'F AM topographic distributions. They also tend to have more
alpha :.ctivity over the left hemisphere, a possible sign of reduced activ-
ity in the left (language-specialized) hemisphere. Furthermore, Buchs-
Bium, Flazlett, Sicotte, et al. (1985) found that administration of
benzo li.zepines to anxiety patients altered frontoparietal and occipital
alpha ligtribution, in the direction of increased ulertness. These find-
ings i veal the usefulness of BEAM topographical mapping fcr investi-
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gating clinical disorders, in this case to identify cortical areas involved
in anxiolytic drug action.

Although the BEAM technique is an interesting development of
standard FEG technology, it should be remembered that it does not
represent a new recording technique—it is simply a new way of plot-
ting EEG and ERP data. Thus, a BEAM map is a more efficient way
of displaying data produced by familiar recording technologies. An
exception is the mapping technique for event-related covariances
(ERPs) developed by Gevins (e.g., Gevins and Bressler, 1988), in
which event-related potentials are mar:-ed on the cortex from a large
number of EEG channels. BEAM also has the advantage that it can
show changes in EEG patterns across cortical sites with time, as noted
above. This is a new and important addition to standard EEG and
ERP analyses.

An important distinction must be made between BEAM maps and
other models of brain activity; because BEAM maps resemble “pic-

' tures” of the brain, some researchers or clinicians may regard them

as anatonically similar to MRI or PET scans, which are based on ac-
tual blood-flow changes (see Chapter 13 for a description of MRI and
PET). For one thing, BEAM maps are usually created from data from
a restricted number of EEG leads, and they have far less spatial resolu-
tion than, for example, an MRI scan. Furthermore, the use of similar
color-coding principles in BEAM and PET maps may actually mislead
the researcher to interpret effects in the BEAM image that are cer-
tainly not present.

The Electroencepbalogram in Psychaphysiology

The electroencephalogram is a record of a person’s psychological
state. As noted above, deviations from the normal EEG patterns for
both frequency and amplitude may indicate pathology, most notably
the occurrence of epileptic seizures. Some of the more typical and
frequent EEG wave rhythms, for both normal and abnormal psycho-
logical states, are listed in Table 11.1.

EEG patterns are also useful for studying psychophysiological states
and events. In classical psychophysiology, the EEG is most typically
associated with studies of sleep stages (Dement and Kleitman, 1957),
activation theory (Lindsley, 1960), and classical conditioning ( Jasper
and Shagass, 1941), although it has been used as a brain correlate of

1l
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. E) o ~ ~ almost every mental faculty, from personality (Henry, 1965) to intelli-
2 EIER EsE =t s = - = = gence (Kreezer, 1940). As early as 1944, however, Lindsley concluded
EEIE EES EE ES E £ E E E that there was little empirical evidence to support the notion that EEG
28|72 2 72 2<€z<Z 2z Z Z2 = patterns could measure the intelligence of an individual.
g & =X 'g In more recent psychophysiological research,. EEG has been usej'd
. |8 & s . 5 . B to separate functions in the left and right hemispheres of the brain
_ﬁ; wg E g —é s % g § ) (Galin and Omstei-n, 1972; Gevins_, Sch’.laf.fer, Doyle, et al, 198.3), to
g |B, 8 28 Ew § %ﬂ 3 E 5 ¥ f:haracte.rize stable mdividual.tra.its in positive and negative emotional-
:g HEE Y g E %_E 4% SEF % ity (Davidson, 1992), and to indicate hypnonf: susceptibility (Morgan,
g1 3 E127 & }: 32 ET 2T £° 20E MacDonald, and Hilgard, 1974), just to mention a few examples. EEG
g s |~ 3 3 o is frequently used in clinical neurological and psychiatric practice as
e g _E - 5_ g an'inva'luablf: diagnostic took fqr identifying functional dls.orders. F(')r
W E & o g § 3 epileptic patients, for example, implanted EEF} electrodes in the brain
.'_"Eo: ZE T & 8 z ki g' _ can give advance information that a seizure is about to start.
SR HIEEE LR IR B I Activation Theory
E _ _ _ g Lindsley (1960) used associations between EEG waveforms and behav-
'E E gl é 8 é g 'E g é é Té '53 joral patterns, ranging from deep coma to strong emotional excite-
‘i E‘ 'a% % b *g 5§ é" 5“ S = A g‘ & ment, to describe a “‘behavioral contin um” going from lower to
E 2 higher f(?rms of awareness and confsciousness. The EEG pattern served
A g as a cortical correlate to the behavioral pattern, and it, too, was graded
=2 I we v » 8 2z & 3|& according to a “continuum” of activation and awareness.
] f . 518 8 B qE O3 'E 'E 'E E |8 The activation theory was quite influential during the 1960s and
E’ SEEIL T4 S22 2 £ 8 5 5% eatly 1970s, but it fell more or less into disrepute after studies by Lacey
- 5 o ‘g (e.g., 1967) sugge‘sted that different Physiological measures changed
8l BY . co o g s s £ in opposite directions from changes in behavioral activation. For ex-
£l 425 § % 7% = § % 8 = 315 ample, as mentioned in Chapter 2, whereas an EEG moves through
£ gg|~r =~~~ g v +» v 8 R ¥ g a gradual continuum of change from coma to rage, heart rate decreases
§ & g in response to highly activating but nonaversive stimuli, but increases
ol 3 T 5 in response to aversive stimuli.
= g g 8¢ S
ol I %, fE 5 _
g ‘ﬁ; $ § i B g Hypnosis
. € @ —
-g" % Bl ORE® 915y T 8 _5' —E:, k- g < - The search for EEG concomitants of hypnosis and hypnotic suscepti-
g| il =2 g5+~ = g 8° Boo| bility has traditionally been focused on two phenomena: the search for
A 7 g| & changes in brain activity during hypnosis, either as a state or as a trait
= g g s £ ~ phenomenon; and the search for shifts in hemispheric asymmetry dur-
5 “g ’g P E s 8 jé‘ g’“ g: '§ ing hypnosis, as mediating brain “markers” or “footprints” of hypno-
gl E%lE ke 2 & 4 3 o @




256 Collecting and Analyzing Data

sis (J\GTa!;_Le ¢ -Morgan and Lack, 1982; Morgan, MacDonald, and
Hilgard, '1¢ 74). Although several promising findings have been re-
ported, par icularly that hypnosis may involve a general shift of hemi-
sphesie activation to the right hemisphere, a more critical analysis of
the ata reveals that neither search is unequivocally confirmed. It
shou:d be lear, though, that EEG effects of hypnosis are frequently
obse-ved a1.d that they are probably a unique kind of “brain footprint™
of the stare of hypnosis.

It :s prob ‘ematic, however, that some studies report large differences
in EAG activity between individuals with low and high susceptibility
to h pnosic, and between hypnosis and the waking state, while other
stud:es fail to find any differences at all. One disturbing fact may be
that both §'ow and fast EEG frequencies are reported to covary with
hypr-osis. S nc e the alpha band (8-12 Hz) is a marker of a relaxed state
and the be-a vand (>15 Hz) is a marker of an activated state, it is
unsatibfactc ry that effects of hypnosis have been reported both in the
alph: and l et ranges.

Asother nuthodological problem is that only one or two EEG leads
are vsed in many studies. Since many studies differ :n their placement
of the elect ores, differences in outcome between studies may thus be
due vo the  if, erent types of activity recorded at different cortical sites.
For examplz, t has been shown that alpha power increases at occipital
but 1ot at : ertral and frontal leads as subjects moved from waking to
hypt.osis. T hus, an experiment that records only from central or fron-
tal areas wll miss changes occurring at other electrode leads during
hypr.osis: -

Heﬂgi8p_11< ric Asymmetry

Differénce: in EEG frequency over the left and right hemispheres of
the hrain bave traditionally been taken as an indication of functional
diffe-ences in processing ability between the hemispheres for various
cogr itive.1 sks. Briefly, reduced alpha power of one hemisphere, or
part: of a .iemisphere, relative to homologous sites over the other
hem:spherc is a sign of increased activity in that hemisphere. Since
alph.: powe - is related to resting state, a decreasc or blocking of alpha
over a certain region of a hemisphere during the performance ofa
spec fic tas': ‘ndicates that this region is more activated by this rask
thap is the i mologous region in the opposite hemisphere.
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A problem with EEG frequency analyses of hemispheric asymmetry
is that the spatial specificity of any EEG electrode is poor. The re-
corded frequency under one electrode on the scalp could, in principle,
be generated at many local sites, possibly even from the other side of
the corpus callosum. In other words, increased power over the cortex
in one hemisphere may be generated by many local sources at different
cortical sites. However, some studies have  ~wn significantly reliable
consistency of task-related asymmetries in the EEG over time. Ehr-
lichman and Wiener (1979), for example, demonstrated that the right
to left differences in the alpha frequency band remained stable over
two separate test occasions for four verbal and four spatial tasks.

A classic study of the EEG-frequency index of hemispheric asymme-
try is the study by Galin and Ornstein (1972), wno had subjects either
write a letter from memory or solve Koh’s Block Design (a spatial
test from the WAIS intelligence test battery). To complete the Block
Design, the subject must arrange a collection of different-colored
cubes to match a two-dimentional sketch. In terms of hemispheric
asymmetry theory, writing a letter is a language-related task that
should activate the left hemisphere, and solving the Block Design test
is a visuospatial task that should activate the right hemisphere. In line
with the predictions, Galin and Ornstein found that posterior alpha
wave was suppressed over the left hemisphere when the subject en-
gaged in the letter-writing task, and it was suppressed over the right
hemisphere when the subjects engaged in solving the Block Design
test. In a critical examination of EEG studies of alpha asymmetries,
Gevins, Zeitlin, Doyle, et al. (1979) made the important argument that
noncognitive factors—stimulus characteristics, limb and eye mave-
ments, and the subject’s ability and effort—may have affected the EEG
patterns and contributed to the observed asymmetries. For example,
writing a letter from memory involves unilateral hand movements in
addition to cognitive processing. Hand .~vements may affect the
EEG on the side contralateral to the wrlting hand, but this effect
would be unrelated to the cognitive effort involved in verbal behavior.

In two experiments using tasks similar to those used by Galin and
Ommstein (1972) and others who had observed alpha asymmetries,
Gevins et al. (1979) tried to separate cognitive from noncognitive fac-
tors. In their second experiment, no motion of the limbs was required
and stimulus characteristics were better controiled. After having ana-
lyzed the results of their studies, Gevins et al. (1979) concluded that



258 Collecting and Analyzing Data

“jt i3 likels that the EEG patterns that discriminated between the tasks
of eperimert 1 were due to intertask differences in efferent activities,
stitr:ulus characteristics, or performance-related factors, rather than to
cogaitive « ifizrences. These experiments offer no support for the idea
that lateraized EEG differences in different tasks reflect cognitive
processes, as has previously been suggested” (p. 667).

Drespite the critique of Gevins et al. (1979), several more recent pa-
pers have 1 sed EEG recordings to investigate the functional specializa-
tor in the brain for verbal and spatial tasks so often observed in other
response modalities (see, e.g., Chapter 2). Papanicolau, Loring,
Deutsch e: al. (1986) concluded that left-hemisphere beta enhance-
meut, rather than alpha suppression, is associated with unilateral acti-
vatiog of the left hemisphere during the performance of linguistic
tasks. Thus, this study suggests that the beta frequency may be more
sensitive' than alpha blocking as an index of lateralized hemispheric
function it the execution of cognitive tasks. However, following up
on taeserfirnd ngs, Davidson, Chapman, Chapman, et al. (1990a) again
found eviozt ce for a genuine alpha-suppression effect in posterior
EE( leads d ring a word-finding (verbal, left-hemisphere) and dot-
locatizatior. {-patial, right-hemisphere) task. Their recordings showed
greater po: e - suppression in the hemisphere putatively most engaged
in tzsk pro :essing—that is, reduction of alpha waves over brain areas
putaiively engaged in processing of a specific task.

Ast impo -tz nt feature of the study by Davidson et al. (1990a) is that
thesc authe rs were careful to match their verbal and spatial tasks psy-
chot.setricaly They also chose tasks for which they had reliable per-
formance cat: along with the EEG data, in order to relate differences
in EEG asy mmetries to differences in performance asymmetries. Fur-
therinére, tney showed that using the linked-ears arrangement for the
EEC- leads may produce an attenuation of existing asymmetries, for
the loads niay act as a shunt across the head and result in reduced
asymmietries being detected between homologous EEG sites on the
left aind rig 1t hemispheres. In order to solve this problem, Davidson
et al (199C1) used a computer-derived equivalent to the linked-ears
refer nce lecations that did not involve physical linking of the two ears
durir.g the ecording. In some recent studies from Davidson’s labora-
tory {persoral communication), it is obvious that physically linking the
ears does not attenuate the magnitude of the asymmetry, but other
probicms may arise with linked-ears reference leads. The most impor-
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tant one for studies of laterality is an asymmetry in electrode imped-
ance of the two ear electrodes. Since the ear leads are linked together
prior to their input to the EEG amplifier, any disparity in impedance
between the two ears will have an effect on the effective location of
the reference, which in turn can affect the recorded asymmetry over
the hemispheres. Another critical point to remember, particularly with
regard to the use of the beta band to study asymmetries, is t‘h:'!.t ‘these
frequencies are dramatically affected by muscle activity, and this inter-
ference has not always been carefully controlled in studies of beta
asymraetries. ' _

To sum up: more recent findings have shown robust differences in
posterior alpha asymmetries produced by well-matched Vf:rbal and
spatial tasks, and particularly if care is taken to control for irrelevant
factors, such as task and subject demands and limb movements.

EEG asymmetry analysis was also used in a study of hemispht?re
differences in sleep and dreaming (Ehrlichman, Antrobus, and Wie-
ner, 1985). This study addressed the pof .-~ claim that sleep an_d
particularly dreaming is mediated by a shift to right-hemisphere acti-
vation as processing for the “rationality” performed by the left hejmx—
sphere during waking decreases. In contrast to popular claims,
Ehrlichman et al. (1985) found no evidence of a shift toward more
right-sided activation during sleep, and particularly not during dream-
ing, than during the waking state.

Emotionality and Approach-Avoidance

In another series of studies, R, J. Davidson and his group (reviewed
in Davidson, 1993) have investigated individual differences in resting
EEG and emotional reactivity as subjects viewed filmclips depicting
various positive and negative emotional scenes. Subjects with greater
right-sided frontal activation (lower alpha power) were also the.ones
who rated filmelips designed to elicit fear and disgust more negatively.
Thus, subjects with more right-sided activation in their EEGs also
subjectively rated the filmelips as more negative and aversive. T:he op-
posite was found for subjects with greater left-sided EEG activation
at rest. These subjects rated the filmclips designed to elicit happiness
and amusement more positively than did the subjects with greater

right-sided EEG activation. .
From these studies, and others, Davidson has argued that anterior

i
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left and righ: LEG asymmetry may predict affective behavior along
an approath-withdrawal dimension: greater left-sided activation seems
to be associatec with approach behavior, greater right-sided activation
with withdrawzi behavior.

EEG AéYnmeUy and Psychopathology

Differ:ncés ‘n left- and right-hemisphere EEG patterns have been
identi‘ied in -ecordings from individuals in different psychopathologi-
cal staves, pa:ticularly schizophrenia. Merrin, Fein, Floyd, et al. (1986)
found chat re Juced alpha power over the right hemisphere in premedi-
cated schizcphrenic patients, indicating overactivation of the left
" hemisohere, shifted toward normal alpha levels after treatment with
neuro:eptics
Davidson 1993) reviewed several studies from his laboratory show-
ing how ind'vidual differences in anterior EEG asymmetry during
restin; may Hredict dispositional mood, affective reactivity, and psy-
Fhopa ‘holog:~. In one study, subjects were screened for depression us-
ing thz Béck Depression Inventory (BDI). Subjects with high scores
on the BDI Fad less left frontal activation, according to a power spec-
'lcaria)llar..alysis of pha-EEG, than did subjects with low scores on the
In crder to separate state effects from trait effects—that is, whether
the decreasec let frontal EEG power in depressed subjects is a marker
of the state «f lepression or a marker of a trait that predisposes the
subjec:. to efist «des of depression—Henriques and Davidson (1990)
comparedth: ZEGs of remitted depressive patients with those of
healthy control... All of the remitted depressives were functioning nor-
mally atthe tii 1e of testing and showed no signs of depression, al-
though each na1a lifelong history of psychopathology. Interestingly,
the reritted le yressives showed the same decrease in left frontal EEG
activation as the acutely depressed subjects screened with the BDIL
Thus, David o1 (1993) concluded that an asytnmetry in frontal EEG
alpha -yower Ty be a state-independent marker of individual differ-
ences 'n vulr erability to depression.

Sleep and 1)reaming

Altl.lmgh the ultimate function of sleep is not known, brain activity
during sleep ‘s clearly different from brain activity during waking. The

T
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frequency of the EEG signal is reduced and amplitude increased in
sleep, leading to a kind of synchronization in the EEG. Sleep also
seems to be related to energy conservation, for “‘whatever benefits
sleep may accrue for tomorrow, one clear funcoun is to conserve calo-
ries for today” (Hobson, 1990, p. 372).

Sleep is essential for health and life. Rechtschaffen, Bergman, Ever-
son, et al. (1989) have shown that animals that are deprived of sleep
will lose weight and, if kept awake for extended periods of time, will
die even if they are adequately fed. Recent findings (Kreuger, Walter,
Dinarelli, et al., 1985) have also revealed a link between sleep and im-
mune system function: risk of infection increases after extensive sleep
loss. This may explain why people often get colds or other common
infections after a long journey, for example.

Sleep also has effects on cognitive functions, like learning, attention,
and memory, although the empirical evidence has sometimes been in-
consistent. Recent findings, though, indicate 2 decline in affect and
cognitive performance after sleep loss (Mikulincer, Babkoff, Caspy,
and Sing, 1989).

Hobson and McCarley (1977) proposed a neurophysiological theory
of sleep and dreaming that entailed demodulation of the adrenergic
neurons in the brain during sleep and an increase of cholinergically
driven activity. This “activation-synthesis” theory attempted to ex-
plain sleep in physiological terms, as the shutdown of the norepineph-
rine system during sleep, and particularly during those periods known
as REM sleep.

That the EEG changes rather dramatically during sleep has been
known since the 1930s, although it was in 1953 that Aserinsky and
Kleitman first made the revolutionary discovery that rapid eye move-
ments (REM) occurred regularly, with about 909minute cycles, during
a night's sleep. The eye movements, futthermore, seemed to occur
when subjects were dreaming (Dement and Kleitman, 1957).

The REM periods were associated with EEG waves that resembled
the wave pattern seen in the awake, resting state, and REM sleep dur-
ing Stage 1 is therefore also called paradoxical sleep. In addition to
changes in EEG patterns and REM cycles during sleep, loss of muscle
tonus is also a typical characteristic o sleep.

A typical psychophysiological sleep laboratory is therefore equipped
with apparatus for recording brain activity (EEG), eye movements
{electrooculogram, EOG), and muscle tonus (elelctromyogram,

&
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EMG . Manel. k and Hobson (1989; see also Ajilore et al., 1995) have
recen-lydevi.eca simple, home-based recording system that the subject
can w.ar in h-s rown bed. The system (NightCap) consists of a piezoelec-
tric sensing ¢ e+ ice that is taped to the eyelid and a movement detector
attached to tiie {orehead (see Figure 11.8). The piezoe.ectric sensor de-
tects eye moy erents during the nightand stores a recora of these move-
ments in a st1a'l computer memory under the pillow for later transfer
to a hast corngater. In a similar way, the movement detector detects
gross moveme1.ts and stores that data on the computer memory too.

Frem EEG 12cordings, four stages of sleep have been identfied dur-
ing a good night’s sleep (see Figure 11.9). A fifth stage is the REM
stage mentic ned above. Since REM epochs can occur during several
of the other stages, however, one usually talks about four sleep stages
and refers t. the REM stage as a qualitatively different, or fifth, stage.

The awale state is characterized by a mixture of alpha and beta
waves Whe the individual closes his or her eyes and relaxes in order
to slecp, alpl a frequencies start to dominate. When the individual then
actua’ly fall- asleep, the alpha waves are replaced by low-amplitude,
high- reque::«cy EEG waves mixed with slower waves (2-7 Hz). ;

Whien the subject falls deeper into sleep, there is a shift in the EEG M—-x wr;-nm A / \v/‘\ o~ /”\«\‘ ,NW\'\J, JUEY A S
pattesn to s ower frequencies with higher amplitudes (theta waves). T v Vi
This s Stag: 2 sleep, and it is characterized by the occurrence of K )
comp'exes a1d sleep spindles, large negative and positive deflections . N : !
in the EEG tc zether with bursts of highvfrequency activity. —__——J\—h—!”L"fll — b

As <he sulije 't continues to sleep, there is a progressive change in
the ESG, as de:'a waves, with larger amplitudes and slower frequencies,
form. The T E3 during Stage 3 sleep contains about 20-50 percent C. Body Movement
delta waves, ind during Stage 4 sleep it contains more than 50 percent
delta waves.

Aft=r'a ful cycle of sleep is completed, Stage 1 theough Stage 4, a
person shifts br ck and forth through the different stages of sleep. Typ-
ical REM e is. «des occur at intervals of about 90 minutes; non-REM Ny : o
(NREM) ep sc des occur during all four stages. Stages 2, 3, and 4 are L L
somerimes alsc- called slow-wave sleep because of the predominance of
delta wavés, pirticularly during Stages 3 and 4. Stages 3 and 4 are

B. Eye Movement

analoTously sc netimes also referred to as delta sleep or deep sleep. Figure 11.5. The “NightCap” headgear for recording eye and body movements
Dreaming u"ually occurs during REM s]eep, and an individual will during sleep. Sensing devices are fitted to the eyelid and the top of the head (4) w

have . such more vivid memory of a dream if awakened in REM than record eye movements (B) and gross body movemen's (C). {From Mamelzk and

in NILEM s'eep and asked to recall the content of the dream. Crick Hobson, 1989, reprinted with permission of the authors.)
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Figure 1197 The stages of sleep as shown in the EEG signal. The waking state
is characterize 1 by alpha activity in the EEG and/or by a low-voltage, mixed-
frequency EF:3, frequent occurrences of beta activity. Stage 1 sleep: low-voltage,
mixed frequen -y EEG with much 2-7 Hz activity. Stage 2 sleep: presence of sleep
spindl>s (burs:s of waves with 12-14 Hz) and/or K-complexes (bursts of high-
voltag : spikes, on a background of low-voltage, mixed-frequency EEG. Stage 3
sleep: 20-50 p:rcent of epochs with high-amplitude delta waves (2 Hz or less).
Stage -+ sleep: lelta waves occurring in more than 50 percent of epochs.

and 1%itchis on (1983) have suggested that we dream because the brain
need: to “fo-g t,” to getrid of neuronal connections that are no longer
necessary-— ir -aming as a kind of “unlearning.” Hobson (1990), on
the cther h i, suggested that dreaming is what happens when the
norac'renergic system in the brain is “shut down” and there is just
randcm neu-o1al input to the brain (see the discussion above of Hob-
son and M:Carley, 1977). Thus, Hobson (1990) tries to explain
dreaniing in neurophysiological terms, in sharp contrast to Freud, who
proposed tht -ireaming releases the anxieties and worries built up dur-
ing the day.

Sumrnary

In th's cha[ te the principles of the electroencephalogram were de-

scribed, and ar overview was given of the use of EEG in psychophysio-

logical research on activation theory, sleep and dreaming, hypnosis,
emotionality, and hemispheric asymmetry. Particular emphasis was
put on a review of the use of EEG to define different stages of sleep.
Recording procedures, including electrode montages, filter settings,
and controls for artifacts, were also described. Finally, some of the
major analytical techniques for interpreting the EEG recording were
discussed, including power spectral analysis and various correlational
techniques. A separate section was devoted to the recently developed
BEAM technique, a “brain mapping” technique based on the EEG
signal (see Chapter 13 for mapping techniques based on other physical
features of the brain).



